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Main Results More Results

* Proper Orthogonal Decomposition is a Theorem 1: If {w,} is in the domain of L and o, > 0, data approximation errors are given by * Main results_can be extended to the case of
model order reduction technique for PDES m , continuous time data. o

»  Provides modes from simulation data and a Z:HLWJ- — LIFw || = 2 o 1L ll¥ * Results hold for a non-orthogonal projection
projection is used on the modes to obtain the NES k> [y, in particular we can use a Ritz projection.
reduced order model (ROM) Z:HLW' Y L[ = Z o?||Lox — VLo || * The generalized framework allows for

»  Optimal method to “compress” data & J Iy £ Y con5|der_at|on of spaces_wnh semi-norms.

« Extension of singular value decomposition And * Results include properties of various POD
(SVD) for matrices m , , projections mcludmg_ pomtw!se convergence

»  POD depends on the Hilbert space structure ZHWj — L' Lwy | = z o ||k — LT I Loy ||, » Before these results, inverse inequalities were
of the data space Jj=1 | ke>r used to bound the errors. Now we have exact

. The POD changes with the norm Further, there are condlt.lons which guarantee- the c.:onvergence of tq-ese norms. error formulas that do not require inverse

« Errors of these models are of concern. Theorem 2: Assume L |§bounded an_d {T1X'} is uniformly bounded in operator norm. estimates.

K error, can change errors of approximation / . | ’ ry Y Y=o / approximation results and provide new

Numerical Example i /
Consider a nerve impulse transmission model: the 1D FitzHugh-Nagumo system given by F Utu re ResearCh

Basic Problem

Let w be the solution of the PDE and w, be the . When are the proiections involving the
solution of the ROM. The error is ov(t,x)  9*v(t,x) 1 1 C . Pro) . J
oy ﬂW(t, x) + . f(v) + 0’ 0<x<1 Inverse of the operator uniformly bounded?
w—w, = (w—mw)+ (mw—w,), w(t, x) » Consider new ways of including difference
_ o = bv(t,x) —yw(t,x) + c, O0<x<1 : i '
where m,- IS a projection. How does w — m,.w dt (£ %) = ywlt, x) quotlents in POL ROMS _W_'th the goal to
| | Improve accuracy and efficiency
Kbehave In the POD setting? y where f(v) =v(v —0.1)(1 —v), u = 0.015,b = 0.5,y = 2,c = 0.05, the boundary conditions are . Explore pointwise in time error bounds for
vk(t,0) = —50000t3e~*°%, v, (t, 1) = 0, and the initial conditions are zero. POD ROMS
The Hil X=Y = | . Y
BaCk U TOU nd Lz(e() 1|)Ic;erLtzs(%ac1:§svsirteh the usual Formula Norm |Actual Error |Error Formula|Difference || 4 R f A
+ Linear operator L: X — Y, where X and Y are inner product. wp—IlFw; | X 16.2755e:05 16.2792e-05 3.7584e-08 EIEIEINCES
Hilbert spaces Define the operator L: X — Y by Lw; — LII¥w; | Y |2.1584e-01 2.1593e-01 9.1863e-05 Sarah Locke and John R. Singler. New proper orthogonal
. . 0 I1tl Imation th for PDE soluti
Two sets of data: (wyj © X and {LV_Vk} cY L (v) = ( xv) Lw; —II¥Lw; | Y |9.8536e-03  |9.8541e-03 4.7712e-07 geforgpgsnt_ltczndaggicymatlont o Ior solution
+  POD operator K: S — X with SVD given by w OxW Jaha. RuSr_m Ie N POD Error Exoressions. £
_ym | | Note that L is unbounded and Table 1¢ Errors for r = 4 ohn R. Singler. New rror Expressions, Error
Kf Z_J=1_UJ (f ‘ fJX) sPj | closed. Bounds, and Asymptotic Results for Reduced Order
J TWO prOJeCtlonS H'I" :X — X IS ths Orthogonal 0.2- L'""t°y°'es'"va'a"eat"ﬂ°‘:‘°"’a'”es°f" | Formula Norm ACtual Error |[Error Formula leference |\/|Ode|S Of ParabO“C PDEs. SIAM Jouma| on Numerlcal
prOJ_ect!on onto span{g;}and Il;:Y - Y Isa — w, — ¥, ¥ |41456.08 41480-08 3 3660-11 kAnaly5|s, vol. 52, no. 2, 2014, pp.852-876. )
projection onto span{l¢;} Lw; — LIIX Y |2253e-04  |2.254e-04 5.214e-08
» Known error for the data {w;} c X > ol ) R W R 08 a0 o AC kn OWI ed 9 mentS
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